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1. Abstract  
real NVP = real-valued Non-Volumne Preserving transformation

powerful, stably invertible, learnable transformations

resulting in

exact log-likelihood computation
exact and efficient sampling
exact and efficient inference of latent variables
interpretable latent space

 

2. Introduction  
representation learning

have recently advanced thanks to supervised learning techniques
unsupervised learning can also help!

 

one principle approach to unsupervised learning : "generative probabilistic modeling"

 but problem in high dimension
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real NVP : tractable yet expressive approach to model high-dimensional data!

 

3. Related Works  
lots of works (based on "generative probabilistic modeling" ) have focused on maximum 
likelihood

probabilistic undirected graphs

( ex. RBM, DBM  due to intractability, used approximation like Mean Field Inference and 
MCMC )

directed graphical models

 

4. Model definition  
in this paper...

learn highly nonlinear models in high-dimensional continuous spaces throguh ML
use more flexible class of architectures ( using the change of variable formula )

 

4.1 change of variable formula  

 

4.2 Coupling layers  
computing the Jacobian with high-dimensional domain & codomain : very expensive!

 "triangular matrix" ( both tractable and flexible )

 

4.3 Properties  
Jacobian of transformation :

 

we can efficiently compute its determinant as ...

computing the inverse is no more complex than forward propagation!
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( = meaning that sampling is as efficient as inference )

 

  

4.4 Masked Convolution  

partitioning using "binary mask  "

1 for the first half
0 for the second half

 and  are rectified CNN

 

4.5 Combining coupling layers  
forward transformation leaves some components unchanged...

 can be overcome by "composing coupling layers"! still tractable

inverse : 

 

4.6 Multi-scale Architecture  
by using "squeezing operation"

for each channel...

effectively trading "spatial size" for "number of channels"
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Sequence of "coupling-squeezing-coupling"

 

 

4.7 Batch Normalization  
use deep Resnet & BN & WN

 , has a Jacobian matrix 
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